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Abstract— An effective method for retrieving 3D models is to 
represent and discriminate them with their 2D images projected 
from multiple viewpoints. Such view-based methods conform 
more closely to human visual recognition for 3D model retrieval, 
since the human retina essentially captures 2D images. However, 
most of the existing view-based methods do not take into account 
that different views have different importance even though they 
belong to the same object. To address this problem, we propose a 
novel view-based method for 3D CAD model retrieval. First, the 
PHOG descriptor is employed to describe the 2D images 
projected from a model. Then, Lagrange multipliers, vector 
quantization and a Support Vector Machine (SVM) are used to 
adaptively assign an optimal weight to each projected image. The 
similarity between a 3D query model and a 3D object in database 
is determined by the likeness of their corresponding 2D images 
associated with optimal weights. The effectiveness of the 
proposed method is shown in the experimental part. 

Keywords-Content-based 3D model retrieval; PHOG; Lagrange 
mulitpliers; vector quantization; SVM 

I.  INTRODUCTION 
The rapid advances in 3D modeling technique in past 

decades make 3D model acquisition increasingly simply and 
easy. Nowadays, 3D model are widely used in diverse 
domains, such as Engineering, Computer Vision and 
Computer Graphic. Its popularity raises interests in research 
on content-based 3D model retrieval techniques.  In the 
domain of engineering, the reuse of 3D CAD models can be 
realized through the retrieval of the existing models, so as to 
effectively support and accelerate the process of product 
development and save the cost of design and manufacturing 
[1].   

The current content-based 3D model retrieval techniques 
can be mainly classified into 4 categories based on feature 
representation: feature-vector-based methods, statistic-based 
methods, graph-based methods and view-based methods [1]. 
Among these methods, the view-based methods have been 
proven to give superior performance [2, 3]. The concept of the 
view-based methods comes from that two 3D models are 
similar if they look alike from every viewing angle. In view-
based methods, a 3D model is represented by a set of 2D 
images projected from multiple viewpoints which are 
uniformly distributed on a viewing sphere, and the similarity 
of a query 3D model and a 3D object in database is calculated 

by aggregating the similarity of their corresponding projected 
images. Some global image feature descriptors (such as 2D 
shape distributions [4], Fourier transform and Zernike 
moments [5, 6]) are commonly used to describe the images. In 
recent years, local feature descriptors such as SIFT are 
employed in some works [7, 8] for their robustness towards 
noise sensitivity and redundancy. 

The main disadvantage in most of the existing view-based 
retrieval methods is that all the 2D views from a 3D model are 
simply assumed to have the same importance. They ignore the 
reality that some 2D views may contain more information than 
those from the others [9]. For example, it can be seen 
apparently in Figure 1 that the front view of the screwdriver 
has more information than the top view. Therefore, it is 
necessary to differentiate the importance of different views. 
Some approaches are presented to enhance the view-based 
methods. In [9, 10], the authors employ the Bayesian approach 
to select more distinctive views after the projected images are 
generated. In [11], the views of the 3D models are associated 
with the corresponding weights which are acquired from the 
relevant feedback. 

In this paper, we address the problem of 3D CAD model 
retrieval, and propose a new view-based retrieval method.  
Given a query model, our goal is to adaptively assign an 
optimal weight to each of its views and use the weighted 
views for retrieval. Our idea is inspired by the approach 
presented in [11], where an optimization algorithm is 
employed for improving retrieval performance. However, a 
different strategy is used in this paper. First, a local image 
feature descriptor called PHOG descriptor [12] is employed to 
construct a 3D model feature descriptor. Second, we use the 
vector quantization technique and a Support Vector Machine 
(SVM) to adaptively assign an optimal weight to each view of 
the query 3D model.    

                      
      (a)                                      (b)                                      (c) 

Figure 1. (a) is a screwdriver model; (b) and (c) are respectively the front view 
and top view  
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The rest of the paper is organized as follows: the overview 
of the proposed method is given in Section 2. The 
representation of 3D CAD model features and the weight 
optimization are described respectively in Section 3 and 
Section 4. Experimental results are provided in Section 5. 
Finally, we draw the conclusion in Section 6. 

II. OVERVIEW OF THE METHOD  
The framework of our method is illustrated in Figure 2. 

We start by carrying out feature extraction on all of the 3D 
CAD models in database. Each model is represented by 18 
images projected from 18 viewpoints. A 3D feature descriptor 
is the concatenation of the PHOG descriptors associated with 
the 18 images. Afterwards, by using Lagrange multiplier 
algorithm, each model descriptor is associated with a weight 
vector. The elements of the vector are the optimal weights 
corresponding to the views of a model. Vector quantization is 
conducted on the weight vectors of the models in database. 
Those weight vectors are clustered and we represent each 
cluster by its centroid. Next, the models whose associated 
weight vectors are in the same cluster are classified into one 
group. Thus, once the group label of a model feature 
descriptor is known, the cluster label of its associated weight 
vector can be derived, and vice versa.  A SVM is learned by 
using the feature descriptors and its associated group label. 

When a query model is given, its feature is extracted in the 
same manner to the models in database. The group label of its 
feature descriptor, which is also the cluster label of its 
associated weight vector, is predicted by the SVM at first. 
Then, we acquire its corresponding optimal weight vector, 
which is the centroid of the weight vector cluster. Finally, the 
similarity between the query model and an object in database 
is calculated by comparing the similarity of their feature 
descriptors associated with the optimal weights.  

 
Figure 2. Framework of our method 

III. FEATURE REPRESENTATION  
It is noted [5] that a 3D model can be roughly represented 

by the 2D projected images from 15-20 viewpoints 
distributed evenly on the surface of the model. Accordingly, 
we use 18 images to describe a 3D model. The images are 
captured from the viewpoints placed at 18 vertices of the 32-
hedron, as shown in Figure 2. 

 

Images projected from 
specified viewpoints

 
Figure 3. View projection 

We use the PHOG descriptors to describe the images. This 
descriptor is capable of describing the spatial layout of local 
image shape by using a pyramid representation. Firstly, a 
Canny Edge detector is employed to find the edge contours of 
the shape. We then divide the image into 4l areas according to 
the pyramid resolution level l. Next, the histogram of the edge 
orientations H will be computed for each area and be 
quantized into r bins, i.e. level 0 is represented by r-vector 
which corresponding to the r bins of histogram; and level 1 is 
represented by 4r-vector, etc. In our experiment, we follow 
[12] to set l to 3 and r to 20 in order to avoid over-fitting. 

The PHOG descriptor is created by concatenating all the 
histograms: 0 1 1( , ,..., )nP H H H −= , where H0, H1, …, Hn-1 are 
the histogram-vector at each level respectively. Then, by 
concatenating all the PHOG descriptors we obtain the feature 
descriptor of the 3D model: 1 2( , ,..., )nF P P P= , where n = 18 is 
the total number of  the views.  

IV. WEIGHT OPTIMIZATION 
The dissimilarity measure between   two 3D models A and 

B is defined as: 

                        
1

( , ) ( , ) ( , )
i i

N

A B i A B
i

Dis A B d F F w d P P
=

= =∑                 (1) 

where FA and FB denote the feature descriptors of two models 
respectively. N = 18 is the total number of the 2D views. wi is 
the corresponding weight for the i-th view. PAi and PBi are the 
PHOG descriptors of the corresponding view. d(.) is the 
distance of two descriptors which is measured by Kullback-
Leibler (KL) divergence [13].  

With the pre-classified information in database, we regard 
the models from the same categories as the relevant ones.  Let 
Dr be the sum of the distance dr between the feature 
descriptors of model A and its j-th relevant models R 
(including A itself): 

                                           
M

j
j

Dr dr=∑                                      (2) 

where M is the size of the relevant category . We aim to 
minimize Dr so that the relevant models can appear as closely 
as possible in the retrieval results. To solve this optimization 
problem, a Lagrange multiplier is employed. The Lagrange 
function is written as:  
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where 
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=∑ is the constraint to make sure that iw will not 

be equal to zero. Then, by solving the equation (4): 
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we obtain the optimization solution of : 
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=∑∑ . Let a vector * * *
1 2( , ,... )Nw w w=w be 

an optimal weight vector corresponding to the N views of a 3D 
model. The vector w is associated with the feature descriptors 
of the model. By adapting this optimization approach to all of 
the U models in database, we obtain a set 1 2{ ,... }U=W w ,w w .  

To reduce the storage space, we conduct a step of vector 
quantization on W. Initially, W is properly clustered by using 
the K-means algorithm. We use its centroid to represent each 
cluster. Since the feature descriptors of 3D models are 
associated with the weight vectors, likewise, they are also 
classified into K groups.  Note that, the groups are different 
from the pre-classified categories of models in database. In 
classification, we classify the feature descriptors with respect 
to whether their associated weights are in the same clusters. In 
this way, the feature descriptors in the K-th group are 
associated with the same weight vector ck. With the feature 
descriptors and their associated group labels, a nonlinear 
multi-class SVM is trained. We use the radial basis function 
(RBF) as the kernel function: 

                          2( , ) exp( )A B A BK F F F Fγ= − −                    (7)         

where FA and FB denote the feature descriptors of two models 
respectively, and γ is the inverse width of RBF kernel.  

Giving a query model, the group of its feature descriptors q 
is first predicted by the trained SVM classifier. Afterwards, we 
obtain its corresponding optimal weight vector, which is the 
centroid of the q-th cluster. Similarity measuring between the 
query and its object in database is then conducted by using their 

 
Figure 4. E-measure performance over different number of clusters 

corresponding feature descriptors associated with the optimal 
weights. 

V. EXPERIMENT 
We employ OpenCASCADE [14] as the visualization 

platform in the experiments. To evaluate the retrieval 
performance of the proposed method, 387 3D CAD models are 
selected from the Engineering Shape Benchmark (ESB) [2]. 
Those models are classified into 19 categories including gear-
like parts, discs, cylindrical parts, etc. To ensure all of them 
are in the unified 3D coordinate system before feature 
extraction, the scale normalization is implemented using 
OpenCASCADE, and the rotation-normalization is carried out 
based on the PCA algorithm [6]. The 3D models are converted 
into the STEP formats required by OpenCASCADE. The 
images projected from the models are stored with the size of 
256 by 256. 

To evaluate the retrieval performance of our method, we 
employ the precision and recall (P-R) as the performance 
evaluation: 

                                 RaP
Nr

= , RaR
Ar

=                                    (8) 

where Ra denotes the number of retrieved relevant models  
contained in the top Nr matches. Ar denotes the total number 
of the relevant models.   

We also use the E-measure [2] to measure the performance 
with a fixed retrieval size Nr. The E-measure is defined as: 

                                      
2

2
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+=
+

                                  (9) 

where b denotes the relative importance of precision and recall, 
and is set to 0.5 in our experiments. 
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Figure 5. Precision and recall curve among different methods 

TABLE I E-MEASURES ON THE FOUR METHODS 

Method E-measure 
  (Nr=10)                    (Nr=20)                  (Nr=32) 
Our method 
SD 
2DSD 
LFD 

0.609 
0.501 
0.525 
0.563 

0.454 
0.347 
0.388 
0.416 

0.383 
0.281 
0.304 
0.354 

 

In our first experiment, we evaluate the influence of the 
number of clusters K on the retrieval performance. The value 
of K is changed within the range {1, 5, 10, … , 50}. Figure 4 
illustrates the performance curve with different values of K. 
The performance is measured by E-measure with Nr = 32. As 
can be seen in the Figure, the performance has no obvious 
changes when the value of K is set from 15 to 50. Therefore, 
we set the value of K to be 15 for our following experiments. 
Note that, all of the 387 models are used for training the SVM.  
We set the free parameters of SVM by 8-fold cross-
validation.∗ Our method achieves a cross validation accuracy 
of 92.74% when K is set to 15, i.e. the models are clustered 
into 15 clusters 

In our second experiment, we compare the proposed 
method (where K is set to 15) with other three methods: 2D 
shape distribution (2DSD) [4], shape distribution (SD) [16], 
and Light field descriptor (LFD) [5].  

From the result of the precision and recall curve (in Figure 
5), it is obvious that our method achieves the best retrieval 
result. The result of the E-measure (in Table I) also shows the 
proposed method performs better than other competing 
methods. 

VI. CONCLUSION 
In this paper a new view-based method for 3D CAD model 

retrieval is proposed. It compares two models by summing up 
                                                           

∗   LIBSVM [15] is used to train a SVM classifier; the values of the 
parameter C and γ are picked from the range {1, 2, … , 50}and {0.05, 
0.10,… , 1}, respectively.  

the similarity of their corresponding projected images 
associated with optimal weights. PHOG descriptor is 
introduced to represent the images and a novel scheme is 
proposed to adaptively assign each of the images an optimal 
weight. Our experimental results show that our method is 
superior to the state-of-the-art retrieval methods. 
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